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Abstract

Quantum information science often benefits from quantum extensions of classi-
cal game theory. Cellular automata are one-player games used in classical studies to
generate complexity. Quantum cellular automata can be similarly used to study the
complexity of quantum many-body systems. Since classical block cellular automata like
Critters are defined by a local unitary operation they can easily be generalized using
quantum circuits. A two or three-qubit quantum circuit is extended to a time evolu-
tion acting on an entire N-qubit grid. Many quantum block cellular automata can be
simulated exactly using a matrix product state despite exhibiting exotic entanglement
structure, hence providing a testbed for measures of entanglement complexity. In this
analysis we investigate networks formed by measures on two-qubit subsystems includ-
ing mutual-information, negativity and quantum concurrence. Additionally, generated
states are compared to real-world systems in terms of area laws and correlation-length

decay.

Introduction

The Game of Life is a cellular automaton de-
veloped by the British mathematician John
Conway. Featuring a 2D grid of cells that
can be either ‘dead’ or ‘alive’ and rules gov-
erning the evolution of the cells’ states, this
simple system evolves complex, sometimes
chaotic behaviors that model real-life pro-
cesses. By extending this model to permit
quantum superpositions of ‘dead’ and ‘alive’
cells, we can explore entanglement complex-
ity in quantum many-body systems with.
The resulting time evolution is not necessar-
ily based on real-life Hamiltonians, but in-
stead is geared to produce states exhibiting
particular kinds of entanglement complexity.

There are at least four! methods for
quantizing cellular automata, each with
advantages and disadvantages. One ap-
proach studied in [1] encodes the update
rule of Conway’s Game of Life—changing
a cell’s state based on the number of alive
neighbors—into a Hamiltonian reminiscent
of some condensed-matter systems. This
analogy creates a reversible quantum up-
date rule inspired by an irreversible classi-
cal rule. A consequence of this approach is
that the quantum version behaves very dif-
ferently from the original. This issue is also
present for quantizations of elementary cel-
lular automata [3], such as rule 110, which
are largely irreversible. The only reversible
rules consist of trivial behavior, e.g., flipping

'Some examples are a Hamiltonian version of Conway’s Game of Life [1], the quantum block cellular
automata discussed in this article, as well as quantum elementary cellular automata and quantum reversible
elementary cellular automata to be discussed in future work. Elementary cellular automata are discussed

in [3].



a cell’s state or shifting the board one bit to
the left.

As Norman Margolus argues in [2], an ir-
reversible rule can cause the system to evolve
from a complex initial configuration to a
short-period cycle. If a cellular automaton
(CA) has a reversible update rule, the only
way it can cycle is by reaching its initial
state. This causes the average cycle period
to be significantly longer because the CA
must explore a larger fraction of its state
space before a cycle can start again. So,
since reversibility appears to have a signifi-
cant effect on the CA’s emergent properties,
constructing a reversible quantum CA from
a classical irreversible CA may result in the
quantum being incomparable to the classical
CA.

To avoid this, I shall focus on block
CA discussed in [2]. Their update method
involves partitioning the board into small
pieces of equal size and shape, then apply-
ing a reversible transform to these pieces.
This process is repeated over several possible
partitionings of the board, resulting in non-
trivial but reversible evolution. The ‘Crit-
ters’ rule is a block CA which is known to
replicate many interesting emergent proper-
ties of Conway’s Game of Life. The classical
rule can be generalized to a quantum rule, as
reversible permutations of each block’s state
space can be represented via by unitary op-
erators. Classical permutations of state can
be extended via quantum gates, such as the
Hadamard gate. This would allow the CA to
introduce new superposition and entangle-
ment. The nature of these quantum proper-
ties is more predictable for block CAs than
for CAs based on a Hamiltonian. This is
because extrapolating the unitary classical
transformation to a quantum time evolution

preserves reversibility.

Methods

Rule formalism

Consider a one dimensional N-qubit system
that begins in the state |¥). Let Uy denote a
unitary defined on a subsystem of k& qubits.
Such a Uy, is called an update rule. From Uy,
we can construct k unitaries U; defined on
the N-qubit system where ¢ € {0, ...,k — 1}.
An iteration of the CA consists of transform-
ing a state |¥) to Up_;...Ug|¥).

U; is constructed by applying Uy to ad-
jacent k-qubit subspaces, such that all N-
qubits are acted upon by some Uy, except for
some at the edges of the board. The 7 in U;
denotes the number of qubits on the left side
of the board not acted on by any Uy. The
first Uy, is applied to the (i+1)’th to (i+k)’th
qubits, the second to the (i + k + 1)’th to
(i + 2k)’th, and so on. This process is re-
peated across the board until less than k
qubits are left. U; can be written in terms
of Ui, and the j-qubit identity gate I;:

U;=LoUr®.. 0 Uy @ IN_i_k[(N—i) mod K-

Since there are [(N — i) mod k] in-
stances of the Uy operator, any U; acts on
an i + k[(N — i) mod k] + (N —i — k[(N —
i) mod k]) = N-qubit system. The full iter-
ation of the CA is an application of all possi-
ble U,, i.e., all different possible positions of
the U operator tiled across the board (see
Figure 1). This definition is the 1D version
of 2D block CAs like the ‘Critters’ rule.
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Figure 1: Quantum circuits showing time

evolution of block CAs generated by two-
qubit or three-qubit gates U for a system
with seven sites. Time progresses from left
to right in the diagram. Without periodic
boundary conditions, some edge qubits must
be left unchanged at every step.

Classical block CAs consist of operators
Uy defined by a permutation of k-bit states.
Since a matrix representing a permutation is
unitary, such a U represents the time evo-
lution of not just a classical system but also
a closed quantum system. If Uy is a permu-
tation then the above update method repli-
cates classical behaviors if the initial state

is neither entangled nor a nontrivial super-
position. By augmenting U} with quantum
gates like the Hadamard gate, iterations of
the CA can introduce new superposition and
entanglement.

Since there are 2% configurations of k-bit
states, there are 2F! possible classical per-
mutations. This gives 24 two-bit rules and
40320 three-bit rules. Due to the size of the
classical portion of the rule space, k € {2,3}
provides a sufficient number of rules for this
analysis.

Complex networks

The Quantum Cellular Automata (QCAs)
above are simulated using a Matrix Product
State (MPS) in canonical form. MPS with
open boundary conditions allows constant-
time extraction of any single-qubit density
matrix and time evolution of the state poly-
nomial in N. These efficiencies are re-
tained provided the Schmidt-number x re-
mains bounded by a constant [4]. States
with relatively low entanglement complex-
ity have low x. This permits simulation and
visualization of a QCA inside a web-browser
with system size N < 60 and x < 10. Fur-
thermore, the MPS describes the amount of
entanglement between the left half and the
right half of a system split at any point.
While this information is useful for un-
derstanding the entanglement of simple su-
perpositions like Bell pairs, it is insufficient
for more complex behavior. A better char-
acterization of states with more complex en-
tanglement can be achieved via a network
of two-qubit measures of correlation and en-
tanglement. FEach vertex in the network
represents a qubit and each edge connect-
ing two vertexes is weighted by the value of



the measure on the corresponding two-qubit
subsystem. In other words, the network’s
adjacency-matrix elements A;; are given by
the measure on qubits ¢ and j. All 2-qubit
density matrices p;; can be extracted from a
MPS in N? time.

One useful quantity is the mutual-
information

1
Lij = 5(52' + S; = Sij),

defined in terms of the von Neumann en-
tropy Si; = Tr(pijlogpi;). Here p;; =
Tran qubits but Z7J(|\II><\IJ|)? where |\Ij> is the
state of the whole system. While contain-
ing classical correlations as well as quantum
correlations, Z;; upper-bounds entanglement
measures, which is one reason Z;; was chosen
for complex network measures in [7].

An entanglement monotone that cap-
tures quantum correlation only is the neg-
ativity .

based on the positive-partial-transpose cri-
terion for separability [10, 11]. Here pgl rep-
resents the reduced density matrix of qubits
1,7 with the ¢’th qubit’s sub-matrix trans-
posed.

Quantum concurrence is an entangle-
ment measure defined by

Cij = HlELX(O7 )\1 - )\2 - )\3 — )\4)

. Here \; are the eigenvalues, in decreasing
order, of the matrix p;;(oy ® 0y)p};(0y ® 0y)
where o, is a Pauli matrix [12].

Fach of these measures achieve differ-
ent characterizations of two-qubit correla-
tion and entanglement, e.g., concurrence ex-
hibits monogamy of entanglement. To pro-
vide intuitions about how these measures

compare, their networks will be calculated
for states generated by QCAs.

State visualization

Visualization is the most common method
for assessing the output of classical CAs.
A visualization of quantum many-body sys-
tems in the computational basis is essential
for a quantum analogy. Classical cell col-
ors are commonly represented by two colors:
black and white. In the quantum case this
binary set of possibilities must be extended
to represent a single-qubit density matrix.
This is achieved by mapping the surface of
the Bloch sphere to colors as shown in Fig-
ure 2. Position is given by 7 defined by

Here, p is the single-qubit reduced density
matrix and & is the vector of Pauli matrices.

a) Bloch Sphere
dead
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Figure 2: Robinson projection of a Bloch
sphere representing the assignment of each
qubit pure state to a color. For a pure
state given by [¢) = sin(f/2)|alive) +
cos(0/2)e'?|dead), phase ¢ is mapped to a
cycle over the colors red, green, and blue.
The angle # maps to the overall brightness.
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Figure 3: Some examples of single-qubit
density matrices, showing their representa-
tions as points inside the Bloch sphere and
the color of the corresponding cells. Direc-
tion of the Bloch vector 7 gives the color,
and the degree of mixedness 1 — |7] gives the
border thickness.

Since |7l < 1, 7 represents a position on
the surface of or inside the Bloch sphere.
States on the surface of the sphere are pure
states, while states inside the sphere are
mixed states. To achieve a complete rep-
resentation of p in a cell, cell color is taken
from the direction of 7 and border thickness
is given by 1 — |7]. When 7 = 0, the qubit
is in a maximally mixed state and receives a
unique representation featuring a radial gra-
dient. Some examples are given in Figure 3,
with the maximally mixed state shown in
Figure 3f.

Discussion

Some particularly interesting quantum cir-
cuits are shown in Figure 4. These circuits
generate time evolutions exhibiting many of
the properties discussed below.
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Figure 4: Some examples of quantum cir-
cuits generating interesting time evolution
when applied as a block CA. SWAP, TWIST
and PERMUTE are classical permutations.
The variations on these with quantum cir-
cuits can change a qubit’s phase and gener-
ate new superposition.

Quantum Gliders

A test for whether block QCAs yield com-
plex behavior is to see if emergent proper-
ties that make Conway’s Game of Life in-
teresting can be replicated. The primary
examples are ‘gliders’: a set of configura-
tions that form a cycle. The sequence of
configurations moves by some offset s with
every cycle. These gliders can collide with
static structures or other gliders, causing
them information to move across the board.
If a neighborhood of width m at position
¢ is in configuration Cy,; 0, a glider repre-
sents a structure that undergoes transitions
Cim,io = Cmi1 — Cmg2 — ... = Cijigs-
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Figure 5: Evolution of PERMUTE, showing
a quantum glider. Time flows from top to
bottom. Black lines connecting qubits show
the von Neumann entropy of the entangle-
ment between the left half and right half of
the system. The initial state has a neighbor-
hood at position ¢ = 4 whose configuration
is of the form (|C;0) + |C!))/v/2 where C; g
is a glider and C} is not. C;o propagates
to the right, bounces off the right edge, and
then propagates leftward. C is left behind
and remains at a constant position.

Many block QCAs generate these struc-
tures. In the simplest case, SWAP yields glid-
ers that consist of single ‘alive’ excitations
that move leftward or rightward, depending

the parity of their initial positions. The gate
PERMUTE exhibits a right-moving glider that
conserves the number of live qubits, and a
left-moving glider that cycles between three
and four live qubits.

These gliders can have quantum prop-
erties: if a neighborhood is initialized to a
state (|Ci0)+|C1))/V/2, where C; ¢ is a glider
configuration and C/ is not, half of the su-
perposition will propagate and the other half
will remain stationary. With most rules, in-
cluding PERMUTE, the qubits in structures
are entangled with each other. An example
of such a quantum glider is shown in Fig-
ure 9o.

If an initial state (|Cio) + |Ci1))/V2
is prepared, where both configurations are
members of the same glider, a structure is
formed that is simultaneously in two configu-
rations of a glider cycle. TWIST features such
a glider that cycles between product states
and entangled states as it moves. Gliders
can become entangled with each other after
a collision. With SWAP-S single superposed
qubits form gliders that undergo a condi-
tional phase rotation during every collision,
causing them to entangle.

Rules that consist entirely of classical
permutations tend to only produce entan-
glement with these quantum gliders. How-
ever, rules with quantum extensions, such as
controlled-Hadamard, generate new super-
position and entanglement that can spread
across the board via quantum gliders. This
results in large-scale patterns with non-
trivial entanglement structure. The entan-
glement behaviors of large-scale patterns are
difficult to characterize by mere inspection,
unlike the entanglement behaviors of quan-
tum gliders.



Entanglement Structure

When entanglement structure is simple, as
in Figure 5, the von Neumann entropy of
entanglement between the system’s left and
right halves, along with each qubit’s reduced
density matrix is often sufficient for under-
standing the overall structure.
with more intricate entanglement structure
this information does not provide a satis-
fying characterization, for instance, in the
state shown in Figure 6. Complex networks
are a sophisticated tool for characterizing
the entanglement structure.

0000000 00000

Figure 6: A state of entangled qubits gen-
erated by TwisT-T. Individual qubit states
are easily visible by their corresponding cells.
The entanglement appears homogeneous be-
cause the links between cells are about
equally dark. Network analysis, though, re-
veals the entanglement’s structure.

For states

Mutual Information

Figure 7: Depiction of a mutual-information
network of the state shown in Figure
6. Thicker lines mean larger mutual-
information and the squares on the bottom
represent the qubits in Figure 6. This repre-
sentation shows more clearly which qubit is
correlated with which other qubit.

Figure 7 is a representation of a mutual-

information network inspired by [7]. Details
about the entanglement that were invisible
in Figure 6 are now visible. While the entan-
glement appeared homogeneous in Figure 6,
we now observe that the entanglement has
non-homogeneous structure. Both short-
range entanglement and long-range entan-
glement are present in this state. The in-
formation yielded by Z;; is rich because clas-
sical correlations are measured as well. This
has the disadvantage that qubit pairs with
high mutual-information are not necessarily
entangled—it is merely an upper bound.

We can even make some inferences about
the state’s history. Since there exists entan-
glement between opposite ends of the sys-
tem, but less entanglement with the edges
and the center, we can guess that at some
point a quantum glider propagated from one
side to the other.

Quantum cell colors fully characterize
degrees of freedom local to each qubit. A
full characterization of entanglement is dif-
ficult to achieve, even with entanglement
networks. From examples like the N-qubit
GHZ state (|0...0) + [1...1))/+v/2, we know
that three-qubit entanglement can be invis-
ible when only looking at two-qubit sub-
systems. Hence measures defined on pairs
of qubits cannot fully characterize entangle-
ment. Partial descriptions remain useful,
however, as complex network measures were
shown to be indicators of phase transitions
in [7].

Another difficulty is separating classi-
cal correlation from quantum correlation,
given a two-qubit mixed state. mutual-
information captures quantum correlations,
but captures some classical correlations as
well. Negativity is an entanglement mono-
tone [13] that can only be nonzero if the two-



qubit subsystem is inseparable.

Figure 8 shows that restricting to quan-
tum correlation involves losing a lot of in-
tuition about the entanglement structure.
When two-qubit reduced states are ex-
tracted from a whole-system state that con-
tains multi-qubit entanglement, some quan-
tum correlations are reduced to residual clas-
sical correlations. This shows why mutual-
information characterizes the correlations in
a richer manner because potential multi-
qubit entanglement is visible via residual
classical correlations.

MNegativity

I O < 4w N

Figure 8: Depiction of a negativity network
for the state shown in Figure 6. Despite the
many correlations in Figure 7, there appears
to be little two-qubit entanglement.

Concurrence
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Figure 9: Depiction of a concurrence net-
work for the state shown in Figure 6. This
entanglement measure captures more two-

qubit entanglement than negativity.

Other entanglement measures like quan-
tum concurrence, exhibit a similar issue: by

measuring only quantum correlations of two-
qubit subsystems we fail to get indicators of
some kinds of entanglement with more than
two qubits. Comparing Figures 8 and 9, we
see concurrence captures more two-qubit en-
tanglement than negativity. Structures that
were visible in the mutual-information net-
work in Figure 7 are reproduced in Figure 9,
such as the group of five entangled bits on
the left and the long-range entanglement be-
tween qubits on opposite ends of the board.

Gaining intuitions about the relation-
ships between correlation measures is dif-
ficult, given just the measures’ definitions.
By applying measures to states generated by
QCAs we can learn more about their char-
acterization of different types of many-body
entanglement. Better intuition about the
measures’ properties could guide their ap-
plication to real-world many-body systems.

Area Law Analysis and
Correlation-Length Decay Analysis

QCAs are not real-world systems, so it is
interesting to study how they deviate from
reality. This can be approached via analysis
tools used to understand condensed-matter
systems. Consider the time evolution of the
swAP-HS CA—a combination of a classi-
cal rule generating moving particles and the
controlled-Hadamard and controlled-phase
gates. In Figure 10, a single particle leaves
behind a trail of excitations. As the trail
bounces across the board, the qubits homog-
enize. One could compare this behavior to
the dropping of a stone into a puddle: over
time, the local excitation will cause the en-
tire board to exhibit excitations that look
locally similar.
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Figure 10: Time evolution of swar-HS
starting from a single excitation. Time pro-
gresses from top to bottom. The CA is a
combination of classical permutations which
cause particles to move around the board,
the controlled-Hadamard gate which gen-
erates new excitations, and the controlled-
phase gate which causes the phases of the
qubits to interact.

Many real physical states obey an area
law: the amount of entanglement of a sub-
system with its surroundings is proportional
to the area of its boundary [4]. This is usu-
ally true for states where entanglement is
short-range [4]. Contiguous subsystems in
a one dimensional system have a constant

boundary size. In a state with an area law
the amount of entanglement of subsystem
of adjacent qubits, called a subrange, with
the rest of the system is independent of its
length. Figure 10 shows shows that for sub-
systems smaller than N/2 this property is
satisfied.

This is on the one hand unsurprising,
given the analogy to ripples in a puddle. On
the other hand, the entanglement of the final
state in Figure 10 is not fully homogenized,
so it is perhaps more surprising that an area
law is present before the system has fully
equilibrated. This could be a consequence
of the small system size.

Subrange von Neumann Entropy vs Subrange Length
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Figure 11: Area-law analysis of the final
state shown in Figure 10: the von Neumann
entropy of a subrange of qubits with the rest
of the system is plotted against the length
of the subrange. Neglecting large subranges
(li = j| > N/2), we observe that subrange
entanglement is a constant function of sub-
range length. The mean and standard devi-
ation for each separation distance are shown
in red.

Correlators such as (Z;Z;) defined by op-
erators like the Z = o, Pauli matrix act-
ing in sites ¢ and j are commonly used in
condensed-matter physics because they an
be measured in experiments. The variation



of these correlators with the distance be-
tween qubits ¢ and j can signal phase tran-
sitions. Large equilibrium systems usually
exhibit exponential decay of correlation un-
less the system is close to a critical point,
in which case polynomial decay is observed
[14, Chapter 4]. Figure 12 shows the rela-
tion between (Z;Z;) and |i — j| for the final
state in Figure 10. Rather than decaying,
the correlation remains constant as a func-
tion of distance. While this comparison is
more meaningful for large systems, the fact
that no decay at all is present is still surpris-
ing because the state has an area law.
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Figure 12: Z7Z-correlation—length—decay
analysis of the final state shown in Figure 10:
(Z;Z;) is plotted against |i— j| for all pairs of
qubits. Instead of decaying, the correlation
remains constant as a function of distance.
The mean and standard deviation for each
length are shown in red.

The fact that qubit correlation is con-
stant in their separation distance could re-
sult from the final state of Figure 10 not
being in equilibrium. However, simulating
the evolution further shows that the lack
of correlation decay remains even once the
system is fully homogenized. The fact that
the system already exhibits an area law after
the iterations shown in Figure 10 also sug-
gests equilibrium features could be present.

This illustrates that QCAs can violate ex-
pectations commonly satisfied by real-world
systems. Special states that obey an area
law but contain long-range entanglement can
be generated. Therefore, QCAs could also
serve as a testbed for measures in non-
equilibrium quantum statistical physics—for
example by comparing to physical systems
after a quench.

Conclusions

Quantum many-body systems have diverse
and interesting properties that are often
counterintuitive. Understanding the entan-
glement structure of these systems is essen-
tial for condensed-matter physics. Quan-
tum cellular automata are complexity gen-
erators that can be engineered to produce
states with particular kinds of complexity
like quantum gliders. By providing concrete
examples of entangled many-body states,
they provide a testbed for tools for under-
standing entanglement complexity.
Complex networks of two-qubit quan-
tities like mutual-information and entan-
glement measures are examples of tools
for understanding many-body entanglement.
They are examples of how research in quan-
tum information science can connect with
condensed-matter physics. By calculat-
ing networks for states generated by quan-
tum cellular automata, detailed information
about the structure of the correlations and
entanglement can be extracted. A com-
plex network often provides enough infor-
mation about a state that educated guesses
about the state’s history can be made. One
can also compare how different two-qubit
quantities characterize the structure of en-

10



tangled states. Collecting information from
only two-qubit subsystems results in some
loss of entanglement information. Therefore
extending complex networks to measures of
subsystems with three or more qubits could
possibly yield even more powerful tools.

Quantum cellular automata could have
many more applications. Applying tools like
area law analysis and correlation length can
create an analogy to real-world systems. If
quantum cellular automata acting on large
systems are considered one could study im-
portant ideas in condensed-matter physics
such as topological order. There also ex-
ist quantum cellular automata that can per-
form universal quantum computation [6].
Thus, finding approximate implementations
of quantum cellular automata using real-
world Hamiltonians could result in meth-
ods for building a quantum computer. With
many possible applications, quantum cellu-
lar automata are an exciting topic in theo-
retical physics worthy of more study in the
future.
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